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Abstract
The objective of this study is to evaluate the effectiveness of interactive Mixed Reality (MR) learn‐
ing and compare it to traditional methods for independently learning inner ear anatomy through
two experiments. The evaluation was conducted using HoloInnerEar, our new interactive MR tool
for inner ear anatomy learning. In the first controlled experiment (N=32), we compared independent
learning techniques for normal anatomy using the interactive 3D+2D features of HoloInnerEar to
the traditional method using a video course combined with a mobile medical imaging application.
Results show that interactive MR learning is significantly better than the traditional method for the
interest of learning and knowledge confidence, and yields better knowledge test scores on multiple
tasks although not reaching statistical significance. In a second experiment, the malformation learn‐
ing module of multiple‐linked views of HoloInnerEar was assessed with otolaryngologists (N=7).
Experts agreed that this module fills a gap in inner ear malformation learning which is important
yet overlooked in the current curriculum. Positive feedback is acquired through a customized ques‐
tionnaire, and NASA Task Load Index (NASA TLX). Overall, we believe that interactive MR learning
is a promising complementary approach to learning the anatomy of normal and malformed inner
ears alike.
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1 INTRODUCTION

The standard method of learning inner ear anatomy and malformation
involves lectures and practical sessions1. Lectures involve explanations
from experts to understand the basic concepts of inner ear structure
and 2D medical images2. In practical sessions, students explore the 3D
structure of the inner ear using anatomical specimens3. However, the
small size and intricate structure of the inner ear make it challenging for
the traditional approach. For centuries, dissecting the human body has
been the main method for teaching and learning gross anatomy4. The
anatomical complexity of the inner ear stems from both its miniature
scale (the cochlear is of 5‐8 mm in height) and intricate functional struc‐
tures, including the auditory transduction organ of Corti and vestibular
sensory crista ampullaris. These small and delicate structures, combined
with the unique embedded position in the bone, impose challenges for
gross anatomical dissection and education5. On top of that, the use of

saws and drills to remove the temporal bone and internal bony struc‐
tures hinders the study of intact anatomy. This often restricts a thor‐
ough, accurate, and comprehensive understanding of the anatomical
features of the inner ear.
Inner ear malformations are an important cause of congenital hear‐

ing loss 6. Characterized by complex pathological structures and diverse
clinical manifestations, inner ear malformations present significant chal‐
lenges for anatomical education and clinical diagnosis7. The classifi‐
cation of inner ear malformation primarily relies on the identification
of abnormalities in the bony labyrinth structure, with malformations
such as Incomplete Partition Type II (Mondini deformity) and Enlarged
Vestibular Aqueduct being among the more commonly encountered
types in clinical practice6,8. At present, literature review is the primary
method for learning about inner ear malformations. However, this ap‐
proach is limited in providing comprehensive spatial understanding as
the literature typically presents only static, two‐dimensional images and
lacks case variety.
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F I GUR E 1 The architecture of the interactive MR tool for inner ear anatomy learning–HoloInnerEar.

Computer‐assisted techniques, especially visualization in virtual re‐
ality (VR), augmented reality (AR), and MR have emerged as crucial
complementary tools in anatomical education9–11. Visualization and
MR technologies bring new possibilities to anatomy education of inner
ears. Nicholson et al. 12 use a web‐based 3D inner ear anatomy learn‐
ing system for teaching. This study demonstrates that computer‐based
3D anatomical models can enhance the learning of inner ear anatomy.
Zariwny et al. 13 design a system that integrates optical glyphs with AR
for interactive inner ear anatomy learning. This tool combines visual and
haptic feedback to improve the understanding of complex anatomical
structures, however, the user’s 3D perception depends on the physical
model. Gnanasegaram et al. 14 compare the effectiveness of lectures,
computer programs, and 3D holographic models in MR for inner ear
anatomy learning. The results show that compared to traditional lec‐
tures and computer software, mixed reality has better teaching effects
and is more popular among students. However, this study only allows
passive observation without interactions.
In clinical practice, medical imaging such as computational tomog‐

raphy (CT) and magnetic resonance imaging (MRI) are typically used
for inner ear diagnosis. Much proficiency is required for identifying key
imaging features 15 and relating them to 3D structures16 in the process.
However, the substantial spatial and dimensional disparities between
3D anatomical structures and 2D images pose considerable challenges
for reconstructing 3Dmodels from medical image scans and correlating
these with their 2D representations17–20. In practice, medical students
and doctors typically learn the associations using video lectures and
practice on medical imaging software. Studies on MR anatomy learn‐
ing of 3D structures combined with medical images are available but
few 21. Brun et al. 22 find evidence of superior learning performance for
3D visualization in MR compared to 2D CT slices and 3D printing for
cardiac morphology. Ho et al.23 combine MRI with the study of the

physical structure of the brain to enhance understanding of the spatial
relationship between 2D images and 3D structures.
Existing studies on interactive MR learning of inner ear anatomy

have, to our knowledge, not explored the integration of 3Dmodels with
real‐world medical scans. Furthermore, none of the studies addresses
the learning of inner ear malformations.
In this study, we conducted experiments to compare interactive MR

visualization with standard independent learning methods for inner ear
anatomy. We used a new MR tool, HoloInnerEar, designed to address
the aforementioned limitations ofMR learning of normal andmalformed
inner ear anatomy.We compared the independent learning experiences
of normal inner ear structures using interactiveMR (integrating 3Dmod‐
els with image slices) against the typical approach of video lectures
and medical imaging applications. The performances were assessed us‐
ing knowledge tests and questionnaire surveys. The learning of inner
ear malformations in HoloInnerEar was evaluated through a usability
study with experienced otolaryngologists. Results suggest that inter‐
active MR‐based learning has comparable (better yet not statistically
significant) learning effectiveness compared to the standard indepen‐
dent learning technique, while significantly enhancing both interest and
confidence in learning normal inner ear anatomy. Expert feedback in‐
dicates that HoloInnerEar provides a valuable reference for congenital
inner ear malformation classification with real cases and bridging the
gap in the teaching of malformations.

2 MATERIALS ANDMETHODS

This study is based on our newly devised MR interactive inner ear
learning tool, HoloInnerEar. The study consists of two experiments: a
controlled experiment of 32 participants (Section 2.3) and an expert
evaluation by 7 otolaryngologists (Section 2.4). The experiments have
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been approved by the Institutional Review Boards of Peking Univer‐
sity (approval number IRB00001052‐23206) and Qinhuangdao First
Hospital (approval number 2024Y001).

2.1 Datasets

As shown in Fig. 1, CT scans and associated diagnostic reports are used
in our study. The CT data used in our study were scanned, anonymized,
and provided by the Department of Otolaryngology, Head and Neck
Surgery at at the Peking University Third Hospital, Beijing, China. It is a
leading institute in the nation for treating otologic diseases with a par‐
ticular expertise in cochlear implantation and temporal bone surgery.
The data were high‐resolution thin‐slice CT scans of the temporal bone,
with a slice thickness of 0.625 mm. A total of 21 temporal bone CT
scans were obtained, each accompanied by a radiological diagnostic re‐
ports. Among these scans, one represented a normal inner ear, while
the remaining 20 were associated with various inner ear malforma‐
tions. Specifically, the abnormal group included 16 cases of Incomplete
Partition Type II (Mondini deformity), 2 cases of Enlarged Vestibular
Aqueduct, 1 case of Common Cavity Malformation, and 1 case of Rudi‐
mentary Otocyst. The data were segmented into vestibular system
organs and cochlea using 3D Slicer (http://www.slicer.org) 24. All inner
ear structures were manually segmented slice‐by‐slice under the guid‐
ance of experienced otolaryngologists, ensuring anatomical accuracy in
the 3D reconstructions prior to mesh conversion for MR analysis.

2.2 HoloInnerEar

We devised an MR inner ear anatomy learning tool–HoloInnerEar,
implemented as a Unity application for HoloLens2, to address iden‐
tified shortcomings of existing learning tools for inner ear anatomy.
As illustrated in Figure 1, we used 3D Slicer‐to process CT scans
and generated featured 2D images and segmented 3D models,
which were subsequently integrated with diagnostic reports to form
the dataset. The Mixed Reality Toolkit (MRTK, https://github.com/
microsoft/MixedRealityToolkit‐Unity) was used to aid the implementa‐
tion of hand interaction and data visualization. Using QR‐based spatial
registration, our tool provides immersive virtual visualization while
maintaining the real‐world context for diagnosis. HoloInnerEar consists
of two complementing study modules for 1. normal inner ear anatomy,
and 2. inner ear malformations.

2.2.1 Normal Anatomy Learning Module

The normal anatomy learning module comprises two scenes. The first
is the independent learning scene as shown in Fig 2, which features a
static 3D inner ear model that users can slice interactively by adjusting a
cutting plane. The CT image corresponding to the current cutting plane
of the inner earmodel is shown on the left.When the cutting plane inter‐
sects the inner ear model, the corresponding area is highlighted in color

in the CT image. Annotation lines appear when the cutting plane inter‐
sects the model, connecting the inner ear model to the corresponding
CT image position. In this scene, users can save the current CT image, in‐
ner ear model, and cutting plane information when necessary. All saved
information is organized as snapshots on a back learning wall to assist
learning. The second scene focuses on practicing spatial positioning of

F I GUR E 2 The independent learning scene shows the current po‐
sition of the cutting plane and the corresponding CT image (left), the
3D inner ear model and the cutting plane (front), and the learning wall
(back‐right).

the inner ear as shown in Fig 3. In this scene, the 3D inner ear model is
movable and rotatable, while maintaining a fixed size. It is accompanied
by CT cross‐sectional, coronal, and sagittal images. Users are required
to manipulate the 3Dmodel and place it in the correct position that cor‐
responds to the CT images. During this process, users can freely drag
the CT images along the X, Y, and Z axes to observe them from different
angles. They can also hide specific parts of the inner ear model to bet‐
ter assess the correct spatial position of the inner ear structures. Once
users believe they have positioned the model correctly, they can submit
to confirm their choice, and the tool reveals the correct position of the
model in the space.

2.2.2 Malformation Learning Module

The malformation learning module contains a classification learning
scene and a case study scene using situated visualization25,26. Situated
visualization brings data visualizations into their context of use, con‐
necting data with the physical environment. As shown in Fig. 4, the
classification scene includes a malformation classification view and a
case visualization view. The classification of inner ear malformations is
presented through an interactive icicle plot that effectively visualizes
the hierarchical structure of these categories. The case visualization

http://www.slicer.org
https://github.com/microsoft/MixedRealityToolkit-Unity
https://github.com/microsoft/MixedRealityToolkit-Unity
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F I GUR E 3 The spatial practice scene features the 3D inner ear
model with 2D CT images for axial, coronal, and sagittal views.

component consists of five parts: malformation description panel, mal‐
formation case studies, the interactive 3Dmodel slicing area, CT images,
and diagnostic reports. Users can select a case of interest from the mal‐
formation case shelf on the right, and the corresponding 3D model is
displayed in the slicing area at the center. By adjusting the position of
the cutting plane, the CT image display area shows the corresponding
cross‐sectional CT image, while the text report area displays the diag‐
nostic report for reference. Key elements in the diagnostic report are
highlighted and visually connected to the corresponding regions in the
3D model with curves, enhancing user comprehension.
The malformation classification plot and the case visualization views

are connected through brushing and linking – a coordinated multi‐view
technique that selections (brushing) of a user in one view dynamically
highlight related data (linking) across all views. For example, when a mal‐
formation is selected in the plot, the case visualization is automatically
updated including the corresponding description, 3D model, CT images,
and diagnostic reports. A typical case of the “IP‐II (Mondini deformity)”
is shown in Fig. 4. Since some malformations are relatively rare condi‐
tions, CT data for these cases are not available, and CT slice images from
a classification study 8 are used instead.
The situated‐visualization case study scene facilitates the under‐

standing of malformations in a typical clinical setting where a doctor is
working on a case of a patient using a computer. When HoloInnerEar
detects a QR code with a diagnostic report displayed on the computer
screen, the corresponding interactive 3D model of the inner ear mal‐
formation and its diagnostic report are integrated into the mixed reality
space. For CT images on the screen along with a QR code, the associ‐
ated 3D model and diagnostic report are triggered and visualized in the
mixed reality environment. The functionality was realized with spatial
tracking aided by Vuforia Engine (https://developer.vuforia.com/).

2.3 Controlled Experiment on Normal
Anatomy Learning

To test the effectiveness of interactive MR learning for normal anatomy
features using HoloInnerEar, we designed a controlled experiment.

2.3.1 Study Design

A between‐subjects design was used for the experiment. The ex‐
periment compared two groups: the mixed reality group using
HoloInnerEar (MR group), and the control group using video lec‐
tures and imaging software on mobile phones (IS group). The videos
were selected from recorded courses publicly available online
(Systemic Anatomy, Sichuan University, https://www.bilibili.com/
video/BV1xs411v7nV/?p=44&share_source=copy_web&vd_source=
97afdd705c79d21ade46315ec14c032c) as shown in Fig. 6(a). The
imaging software used was the Anatomical Imaging Atlas (https:
//apps.apple.com/us/app/imaging‐anatomy‐atlas/id6449857896), a
professional tool for learning human anatomical imaging–developed
in cooperation with major medical schools and hospitals–and features
numerous annotated imaging atlases (Fig. 6(b)).
We formulated our hypotheses as follows:

• H1: The MR method performs better than the IS method in identi‐
fying relevant anatomical features in CT images.

• H2: The MR method performs better than the IS method in estab‐
lishing the spatial correspondence between the 3D structure and
the CT images of inner ears.

• H3: The MR method is more effective in enhancing knowledge
confidence and learning interest compared to the IS method.

2.3.2 Tasks

To test these hypotheses, we formulated three tasks focusing on the
comprehension of 3D models, 2D CT images, and their corresponding
relationships. The experiment contains two parts: a knowledge test and
a questionnaire survey, as summarized in Table 1.

TAB L E 1 Tasks in the User Study.

Hypothesis Task

H1 T1. Identify the corresponding inner ear structures in
2D CT images.

H2 T2. Establish spatial correspondence between 3D in‐
ner ear structures and 2D CT images.

H3 T3. Complete the questionnaire on knowledge confi‐
dence and learning interest.

https://developer.vuforia.com/
https://www.bilibili.com/video/BV1xs411v7nV/?p=44&share_source=copy_web&vd_source=97afdd705c79d21ade46315ec14c032c
https://www.bilibili.com/video/BV1xs411v7nV/?p=44&share_source=copy_web&vd_source=97afdd705c79d21ade46315ec14c032c
https://www.bilibili.com/video/BV1xs411v7nV/?p=44&share_source=copy_web&vd_source=97afdd705c79d21ade46315ec14c032c
https://apps.apple.com/us/app/imaging-anatomy-atlas/id6449857896
https://apps.apple.com/us/app/imaging-anatomy-atlas/id6449857896
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F I GUR E 4 The classification scene includes a malformation classification view as an interactive icicle plot, and a case visualization view, includ‐
ing a malformation description panel, a malformation case shelf, the interactive 3D model slicing area, CT images, and diagnostic reports.

F I GUR E 5 The situated visualization case study scene links a virtual
3Dmodel and its associated diagnostic report or CT images to the phys‐
ical computer screen through QR code tracking.

The knowledge test includes tasks T1 (paper‐based test) and T2 (MR
test), while the questionnaire survey is designated as T3. T1 consists of
5 single‐choice questions to evaluate users’ comprehension of the inner
ear in CT images. T2 is an MR test conducted in HoloLens 2, comprising
10 questions divided into two parts. T3 is a 6‐question survey employ‐
ing a 5‐point Likert scale concerning students’ knowledge confidence
and learning interest. Note that the paper‐based knowledge test and
the questionnaire can be found in the supplemental material.
Participants have to answer questions through interaction in the MR

test (T2). The first part of the questions features a fixed‐position inner
ear model and a horizontal cross‐section as shown in Fig. 7(a). The par‐
ticipant has to select the correct answer from the four CT images on
the left based on the relationship between the 3D model and the hori‐
zontal cross‐section. The tool reveals the correct answer and proceeds
to the next question after the participant commits her/his answer. This
part consists of 5 questions, and the correctness of each question are
recorded. The second part requires the participant to move the image

(a)

(b)

F I GUR E 6 The video lecture (a) and the imaging software (b) used in
the control group. Note that both sources have annotations (in Chinese)
for inner ear structures.

slice along the vertical axis of the 3D model to match the CT image on
the left as shown in Fig. 7(b). This part also consists of 5 questions, with
the difference between the placed and correct positions recorded.
The survey (T3) used 5‐point Likert scales (1=strongly disagree,

5=strongly agree) to assess participants’ experiences on the following
aspects:

• I learned about the anatomical structure of the inner ear;
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(a)

(b)

F I GUR E 7 The knowledge test in MR contains two parts: (a) choos‐
ing the correct CT slice on the left for the cross‐section of the 3Dmodel,
and (b) matching the position of the cross‐section on the 3D model to
the CT slice.

• I learned how to interpret inner ear structures in CT images;
• I learned about the correspondence between anatomical structures

and CT images;
• I have always been proactive throughout the learning process;
• I find this method very engaging;
• I hope to continue learning in the same way in the future.

2.3.3 Participants

The study included 32 participants (12 females), spanning from under‐
graduates to doctoral candidates. Among them, 9 participants had prior
experience using MR‐related devices. They were required to have no
formal knowledge of inner ear anatomy; to be free from severe motion
sickness; and to have no chronic or acute major health conditions that
could interfere with their participation in the study.We employed a two‐
tailed power analysis to determine the minimum sample size. Previous
research has demonstrated that the effect size relationship between
VR/AR learning and knowledge test performance ranges from 0.38 to
1.99, with an average effect size of 0.64 and an average standard de‐
viation of 0.6 in these studies, which were used for the power analysis
23,27.

2.3.4 Procedure

The procedure of the experiment is outlined in Fig. 8. Participants were
paired for the experiment, and each participant was randomly assigned
to either the MR or IS group in a pair. The 32 participants were di‐
vided into 16 pairs, and the experimental duration of each pair was
approximately 95 minutes.
First, a 15‐minute explanation of the experiment was provided. The

experimenters introduced the purpose of the study, learning objectives,
and procedures to the two participants. They were encouraged to ask
questions during this session. After ensuring that all participants fully
understood the information provided, they were given informed con‐
sent forms along with the experimental instructions. Participants were
informed that they could withdraw from the experiment at any time;
however, none chose to do so.
Once written consent was granted, a 20‐minute pre‐experiment

preparation was conducted. Participants learned how to use the
HoloLens, focusing on clicking, dragging, remote clicking, and remote
dragging. The experimenters then demonstrated the use and tips for the
medical imaging application.
Next, a 30‐minute learning sessionwas performed. Participants were

randomly assigned to the experimental group or the control group and
engaged in independent learning based on the learning objectives. Ex‐
perimenters could answer any question asked by participants at any
time during the learning process.
After the learning session, participants took a 30‐minute knowl‐

edge test. They first took the paper test (T1) and then proceeded to
the HoloLens‐based MR test (T2, regardless of their assigned groups).
Experimenters were available to answer any non‐academic questions
throughout the process.
Finally, a 5‐minute questionnaire survey of 6 questions using 5‐point

Likert scales was conducted (T3). Experimenters also talked to partic‐
ipants to understand their feedback on the tools they used and the
overall experiment.

2.4 Expert Assessment on Malformation
Learning

The classification and diagnosis of inner ear malformations is a special‐
ized area within otorhinolaryngology, which is typically not included in
the core curriculum for medical students. Therefore, we invited 7 oto‐
laryngologists to evaluate the malformation learning module of HoloIn‐
nerEar. The expert panel comprised 4 females and 3 males, with years
of clinical experience and substantial expertise in otorhinolaryngology
as summarized in Table 2. In addition, they had a strong understanding
of medical education technologies.
The entire expert evaluation process lasted approximately 25 min‐

utes. After obtaining informed consent and receiving a system descrip‐
tion (5 minutes), experts assessed the observability and interactivity of



Interactive Mixed Reality Anatomy Learning of Inner Ears 7

F I GUR E 8 The flowchart of the controlled experiment and the expert assessment.

TAB L E 2 Basic Information of the Experts

Gender Age Clinical experience (yrs) MR experience

Female 37 12 Yes
Male 26 4 Yes
Female 30 5 Yes
Female 24 2 Yes
Female 24 2 No
Male 37 10 No
Male 40 16 No

the 3D models, 2D CT images, and diagnostic reports in the malforma‐
tion learning module. They evaluated the effectiveness of the tool in
enhancing the understanding of inner ear malformations.
The interactive analysis session lasted about 13 minutes, 9 minutes

for the classification learning scene and 4 minutes for the situated‐
visualization case study scene. During the session, the experts freely
interacted with and provided feedback on the two scenes for malfor‐
mation learning under the guidance of the research team. An interview
followed to collect further feedback and suggestions for improvement.
At the end of the assessment, experts completed theNASA‐TLX28 ques‐
tionnaires to evaluate the system’s usability and perceived task load.
Throughout the process, a think‐aloud protocol was employed, and feed‐
back from both the interactive evaluation session and the interviewwas
documented.

3 RESULTS

We report on the results of the two experiments in this section. More
details can be found in the supplemental material.

F I GUR E 9 An expert is evaluating the situated‐visualization of the
malformation learning module. When HoloLens scans the QR code on
the computer screen, she can simultaneously see the 2D medical image
on the screen (physical object), a 3D model, and a diagnostic report (vir‐
tual components).

3.1 Controlled Experiment

We analyze performances of participants of the controlled experiment
to test hypotheses. IBM SPSS 26 and Rwas used to analyze and process
data, and data was evaluated with a significance level of 0.05.

3.1.1 Knowledge Test

The reliability of the knowledge test questions was assessed using Cron‐
bach’s alpha 29, yielded a value of 0.654, indicating a reasonable level of



8 Wu et al.

TAB L E 3 Results of the controlled experiment.

Task Group Mean SD Method p Value

T1‐CT Comprehension MR Group 0.80 0.20 Mann‐Whitney U test 0.273IS Group 0.68 0.29

T2‐Relationship between Model and CT MR Group 0.57 0.13 t‐test 0.180IS Group 0.50 0.16

T3‐Knowledge Confidence MR Group 0.92 0.12 Mann‐Whitney U test 0.001*IS Group 0.70 0.18

T3‐Learning Interest MR Group 0.93 0.16 Mann‐Whitney U test <0.001*IS Group 0.61 0.24

reliability for these questions. To facilitate data analysis and presenta‐
tion, all scores were normalized. The results of the knowledge test are
summarized in Table 3 and Fig. 10 as violin plots.
For T1 (2D CT structure identification), the mean score of the MR

group (0.80 ± 0.20) exceeded that of the IS group (0.68 ± 0.29).
The Mann‐Whitney U test showed no significant difference between
the groups (U = 100.00, Z=‐1.096, p = 0.273), indicating comparable
performances between the groups.
For T2 (correspondence between 3D models and 2D CT), the mean

score of the MR group (0.57 ± 0.13) was also higher than that of
the IS group (0.50 ± 0.16). With homogeneous variances according to
Levene’s test, the t‐test showed no significant difference between the
groups (t(30)=1.372, p = 0.180), indicating comparable performance.

3.1.2 Questionnaire

The questionnaire in T3 was evaluated for reliability with a Cronbach’s
alpha of 0.903 indicating a high level of internal consistency among the
questionnaire items. The six questions are divided into two dimensions:
knowledge confidence (questions 1–3) and learning interest (questions
4–6). The results for these two dimensions are shown in Table 3 and
Fig. 10.
For knowledge confidence, the Mann‐Whitney U test revealed a sig‐

nificant difference between the MR group (0.92 ± 0.12) and the IS
group (0.70 ± 0.18) (U = 42.50, Z=‐3.301, p = 0.001 < 0.05), indicating
that the interactive MR learning tool can effectively enhance learning
confidence compared to the traditional method. For learning interest,
the variance was homogeneous, and the Mann‐Whitney U test indi‐
cated a statistically significant difference between the MR group (0.93
± 0.16) and the IS group (0.61± 0.24) (U = 35.00, Z=‐3.665, p < 0.001),
suggesting that the MR method can significantly enhance the interest.
Therefore, Hypothesis H3 can be accepted.

3.2 Feedback of Expert Users

We collect expert feedback on the malformation learning module of
our tool to assess its usability and effectiveness. The mean responses
from the customized questionnaire as summarized in Table 4 reflect

the general acceptance of the experts on the capabilities and user‐
friendliness of the tool. Among others, the classification functionality
and the multiple linked view received highest mean responses.

TAB L E 4 Questionnaire Results of Expert Users

Question Mean SD

1. Effectiveness of MR visualization in under‐
standing inner ear structures.

4.14 0.69

2. Intuitiveness and ease of use of the interac‐
tive design.

3.71 0.76

3. Effectiveness in understanding inner ear mal‐
formation classification.

4.57 0.53

4. Effectiveness of situated visualization in un‐
derstanding inner ear malformation cases.

4.14 0.69

5. The ability to relate CT data, diagnostic re‐
ports, and 3D models of malformed inner ears.

4.86 0.38

The NASA‐TLX index was analyzed to assess the perceived workload
during the free exploration of the tool. The average NASA‐TLX score
was 37.85±20.48, indicating a moderate level of perceived workload.
The variability in scores suggests that some experts experienced higher
cognitive and physical demands, particularly during complex tasks like
manipulating 3Dmodelswhile simultaneously interpretingCT scans and
diagnostic reports.
Some common preferences of participants are as follows after sum‐

marizing useful comments from the exploration sessions and interviews.
First, they appreciated the interactive features that allowed them to
manipulate 3D models of the inner ear, which helped in understand‐
ing the relationship between 3D structures and 2D CT images. Second,
the malformation classification module was particularly helpful in high‐
lighting deformity types, which facilitated a deeper understanding of
clinical diagnoses. Third, the situated visualization that augments the
computer screen was particularly engaging and enabled the acquisition
of information from multiple dimensions.
In terms of criticisms, one expert, who had never used MR devices

before, initially found the virtual interaction interface challenging, as
the virtual components were not well‐aligned with the physical envi‐
ronment, making them difficult to interact with. However, after a brief
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F I GUR E 10 Violin Plots of Knowledge Test and Questionnaire Results. The numbers in blue indicate the mean values.

explanation and demonstration, the confusion was resolved. Five ex‐
perts reported that it was challenging to simultaneously view the CT
scan and the diagnostic report clearly while slicing a 3D inner ear model
due to the limited field of vision. This issue was resolved after the re‐
searchers demonstrated the remote operation function for the cutting
slides to the experts.
Overall, all experts agreed that the system improved the understand‐

ing of inner ear anatomy and malformations, particularly through its
interactive and immersive approach. They also noted that the system’s
integration of 3D models and 2D CT images was effective in teaching
complex anatomical concepts, with some recommendations for further
refinements in user interface clarity and tutorial support.

4 DISCUSSION

In the controlled experiment and expert assessment, both inexperi‐
enced students and experienced otolaryngologists agreed that:

1. The combination of 3D models and 2D CT images significantly im‐
proved their understanding of the spatial relationship between the
two modalities compared to traditional methods.

2. The use of real clinical medical data offered valuable insights into
the clinical characteristics of rare malformations, enhancing the
educational experience.

3. The combination of virtual and real elements in MR created an im‐
mersive and interactive environment, fostering active exploration
and improving engagement with the learning material.

Overall, the study results demonstrate better performances and prefer‐
ences of the interactiveMRmethod compared to the traditionalmethod
for independent learning of inner ear anatomy. All participants agreed
that MR technology provides a more engaging and interactive learn‐
ing experience compared to traditional literature‐based methods. The
integration of real clinical cases further enriches the learning process
by exposing learners to diverse scenarios and addressing the shortage
of cases in conventional clinical training. The experts suggested that

themalformation learningmodule not only enhances the understanding
of inner ear malformations but also provides detailed, context‐driven
diagnostic guidance which is very helpful in the clinical setting.

4.1 Linked 3D+2D Inner Ear Anatomy
Learning

Participants in the controlled experiment noted that the 3D +2D MR
inner ear anatomy learning tool was particularly beneficial in under‐
standing the spatial relationship between the inner ear and surrounding
anatomical structures. Similarly, in the expert assessment, the experts
praised the interactive features of themodule, especially the integration
of 3D models and CT imaging, for facilitating a deeper understanding
of malformation types and their clinical implications. Expert evaluations
confirmed that themethodmeets educational standards, highlighting its
potential as a valuable tool for medical training related to both normal
and malformed inner ear structures.

4.2 Benefits and Limitations of Interac‐
tive MR

One benefit of MR is that it addresses the limitations of visualizations
on computer screens by offering 3D representations in stereo vision.
This enables learners to walk around and interact with 3D models as if
they were real objects, allowing for a better understanding of spatial re‐
lationships and complex structures. Another benefit of the interactive
MR tool is that the integration of virtual and real objects allows users
to simultaneously observe their real‐world environment, enabling unin‐
terrupted communication with colleagues, fostering collaboration, and
minimizing disruptions to daily workflows. A third benefit is that theMR
headset is rather lightweight and canwork independently of a computer,
which enhances the adaptability of the MR tool, allowing its potential
use in clinical settings.
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However, the limitations of MR negatively affect the results of the
study. For those who are new to MR, the 3D visualizations and un‐
familiar user interactions—compared to standard mouse and keyboard
interactions—pose challenges that can hinder performance. We note
that in the controlled study, despite the MR group being exposed to a
3D scene, several participants still perceived it as a 2D representation
as if it was on a screen. One expert in the free exploration experienced
difficulty clicking on the items in the classification plot as he was not
aware of the depth of the items.

4.3 Learning Curve of theMR Device and
Future Plans

In this study, HoloLens 2 was chosen as theMR device for HoloInnerEar
for its robust hand‐tracking capabilities, spatial mapping accuracy, and
established use in medical applications. While the device presents a
learning curve, most participants adapted quickly within the 20‐minute
familiarization session with the guidance of the researcher. Notably,
even first‐time MR users achieved proficiency with our tool, indicating
that our workflow‐specific design and tailored introduction allow users
to learn the tool quickly. Furthermore, our MR interface provides vi‐
sual cues, such as ”Click” labels below interactive buttons, to support
intuitive interactions.
The discontinuation of HoloLens development necessitates a

hardware‐agnostic approach for long‐term viability. Future iterations of
HoloInnerEar would take advantage of the cross‐platformOpenXR stan‐
dards to provide cross‐device functionalities. Based on Unity, our tool
can be ported to emerging MR devices, e.g., Meta Quest Pro, Apple Vi‐
sion Pro, or Varjo XR‐4, with ease, as these platforms support OpenXR
and similar interaction paradigms to MRTK used by HoloLens2.

4.4 Potential Explanations of the Con‐
trolled Experiment Results

In the controlled experiment, the mean scores of T1 and T2 in the MR
group were higher than those in the IS group, although the differences
were not statistically significant. Except for the rather small sample size,
several factors may explain this outcome.
One factor contributing to the learning outcomes is that video lec‐

tures, as a passive learning method, allow participants to quickly absorb
andmemorize important contents. This approach facilitates themastery
of complex concepts in a short period. Similarly, the medical imaging
software provides a predefined learning protocol, where participants ad‐
here to a fixed sequence of steps to acquire information. In contrast,
the MR group engaged in active exploration during the learning pro‐
cess, which resulted in spending additional time spent on content not
directly aligned with the learning objectives. This increased exploration
time resulted in a less efficient allocation of time towards core learning
activities, which may have impacted their knowledge test results. To im‐
prove these results, providing more structured and targeted guidance

within the MR environment, as well as optimizing the learning schedule
to ensure better time allocation, could further enhance the MR group’s
performance.
Another factor is familiarity of participants to interactions in themed‐

ical imaging software. The software used in the IS group is among the
most advanced and widely adopted in China, and users demonstrate
greater proficiency when interacting with the software via smartphones
than with HoloLens. However, these factors bring the control group
closer to a realistic scenario, which enhances the external validity of the
study.

4.5 Suggestions for Improvements

Participants, in particular the experts, made several suggestions regard‐
ing the system design. Currently, the tool only offers a 3D model of
the inner ear, which does not visually indicate its position within the
head. This can be confusing for beginners. It is recommended to in‐
corporate an interactive model of the entire head to improve spatial
awareness and understanding. Second, the resolution of the existing
model is not sufficient, making it difficult to observe the smaller and
more complex internal structures of the inner ear. Third, the interfer‐
ence of the augmented reality background has resulted in the indistinct
display of CT images due to a lack of contrast. It is suggested to opti‐
mize the background settings to enhance contrast. Moreover, experts
see potential applications for HoloInnerEar in collaborative clinical train‐
ing and distance education, which could broaden its utility in medical
education.

5 CONCLUSIONS

Our study evaluates interactive MR technology for learning inner ear
anatomy and malformations using HoloInnerEar–a specialized interac‐
tive MR learning tool. In a between‐subjects controlled experiment, we
compared interactive MR learning to the state‐of‐the‐art independent‐
learning technique using video lectures and a widely used medical imag‐
ing software for anatomy learning. The MR group demonstrated better
yet not statistically significant knowledge test scores compared to the
IS group, suggesting a modest advantage for the MR approach; signif‐
icantly better learning interest and knowledge confidence are shown
for the MR group. Participants also expressed a preference for the MR
method. In the second experiment, an expert assessment with otolaryn‐
gologists confirmed the effectiveness of interactive MR in improving
the identification and classification of inner ear malformations. The ex‐
perts gave positive feedback on the interactive features and integration
of real and virtual objects. All participants liked the ability of the method
to integrate 3D models and 2D CT images, which facilitated a deeper
understanding of normal and malformed anatomical structures of inner
ears. Overall, interactive MR learning is a promising new method that
complements the traditional anatomical learning of inner ears.
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